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Abstract

A numerical tool was developed for the estimation of gas fluxes across the air water
interface. The primary objective is to use it to estimate CO2 fluxes. Nevertheless appli-
cation to other gases is easily accomplished by changing the values of the parameters
related to the physical properties of the gases. A user friendly software was devel-5

oped allowing to build upon a standard kernel a custom made gas flux model with the
preferred parametrizations. These include single or double layer models; several nu-
merical schemes for the effects of wind in the air-side and water-side transfer velocities;
the effect of turbulence from current drag with the bottom; and the effects on solubility
of water temperature, salinity, air temperature and pressure. It was also developed an10

analysis which decomposes the difference between the fluxes in a reference situation
and in alternative situations into its several forcing functions. This analysis relies on
the Taylor expansion of the gas flux model, requiring the numerical estimation of partial
derivatives by a multivariate version of the collocation polynomial. Both the flux model
and the difference decomposition analysis were tested with data taken from surveys15

done in the lagoonary system of Ria Formosa, south Portugal, in which the CO2 fluxes
were estimated using the IRGA and floating chamber method whereas the CO2 con-
centrations were estimated using the IRGA and degasification chamber. Observations
and estimations show a remarkable fit.

1 Introduction20

The appropriate algorithms for the estimation of gas fluxes across the air-water inter-
face have been the subject of great concern by the scientific community. One of its most
notorious applications is in studies about the CO2 exchange between the atmosphere
and the global oceans (Takahashi et al., 2002, 2009) coastal oceans (Frankignoulle,
1988; Frankignoulle and Borges, 2001; Sweeney, 2003; Vandemark et al., 2011), es-25

tuaries (Carini et al., 1996; Raymond et al., 2000; Hunt et al., 2011; Oliveira, 2011,
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2012), rivers (Cole and Caraco, 2001), lagoons (Sidinei et al., 2001) and lakes (Koné
et al., 2009). The marine and aquatic environments may work as either net sinks or net
sources of CO2 for the atmosphere. Nevertheless, this shows a great spatial and tem-
poral variability (Smith and Hollibaugh, 1993; Duarte and Prairie, 2005; Borges, 2005;
Borges et al., 2005). The flux of CO2 across the air-water interface is fundamental to5

estimate the carbon budget of marine and aquatic ecosystems and classify them as
either autotrophic, upon net CO2 consumption by primary producers, or heterotrophic,
upon net CO2 production by bacterial degradation of organic carbon. Coastal oceans
and riverine systems are believed to be globally heterotrophic, remineralizing organic
carbon imported from terrestrial ecosystems (Smith and Hollibaugh, 1993; Cole and10

Caraco, 2001; Duarte and Prairie, 2005; Borges et al., 2005). Although occupying a
small fraction of the global ocean the coastal oceans are major sources of CO2 to the
atmosphere, presenting an average CO2 flux per unit area about 5 times higher than
the open ocean (Smith and Hollibaugh, 1993). The flux of a gas across the air-water
interface has also been studied for the cases of volatile pollutants, such as organochlo-15

rine pesticides, hydrocarbons and heavy metals. These are often imported from in-
dustrial and agricultural catchment areas through river basins to the coastal waters of
highly populated coastal areas where they may be released to the atmosphere.

There are many physical, chemical and even biological aspects mediating the fluxes
of gases across the air-water interface. There is also an extensive literature covering20

the majority of these aspects. However, very few attempts were made to try and in-
tegrate several of these factors, particularly when it involves combining distinct fields
of knowledge as chemistry, physical oceanography, meteorology and numerical mod-
elling. Therefore, the first objective of the current work was to develop a numerical tool
that provides an accurate estimate of the flux of a gas across the air-water interface,25

with focus kept on CO2. This numerical tool was based on that of Johnson (2010) but
underwent several upgrades: (i) it is possible to choose between single or double layer
models; (ii) new numerical schemes for the effect of wind in the water-phase transfer
velocity by Mackay and Yeun (1983), Carini et al. (1996), Raymond and Cole (2001),

911

http://www.ocean-sci-discuss.net
http://www.ocean-sci-discuss.net/9/909/2012/osd-9-909-2012-print.pdf
http://www.ocean-sci-discuss.net/9/909/2012/osd-9-909-2012-discussion.html
http://creativecommons.org/licenses/by/3.0/


OSD
9, 909–975, 2012

Air-water interface
gas flux

V. M. N. de C. da S. Vieira

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

Zhao et al. (2003) and Borges et al. (2004b) where introduced; (iii) the effect of sea
surface agitation in the water-phase transfer velocity was added; (v) the effect of at-
mospheric stability in both the air-side and water-side transfer velocities was added;
and (iv) the effect in the water-phase transfer velocity of turbulence due to current drag
with the bottom following O’Connor and Dobbins (1958) was added. This latter may5

play a fundamental role in regulating the gas transfer velocity in macro and mesotidal
estuarine and lagoonary systems.

The second objective of this work was to develop a numerical method that allows de-
composing a difference in the gas fluxes between two distinct situations into the effects
of their differences in the environmental variables. This enables the identification of the10

variables responsible by differences in fluxes between two situations. A good example
of the useful application of this new tool is in evaluating the impact of estuarine and
lagoonary systems in the CO2 flux between the atmosphere and coastal waters. This
is illustrated with a reference site located offshore and several alternative sites located
inside Ria Formosas lagoonary system. The CO2 fluxes and environmental conditions15

where determined for all locations and the differences in the CO2 fluxes and environ-
mental conditions where estimated between the reference site and each of the alterna-
tive sites. Another situation where this tool may prove helpful is in the assessment of
time dynamics. As an example, if the purpose is to assess the seasonal dynamics, the
reference situation should be the climatological average whereas the alternative situa-20

tions should be the monthly or the seasonally averages. But, if the purpose is to assess
the impact of an extreme event as a flood or a drought, the reference situation should
be the common environmental conditions whereas the alternative situations should be
the specific episode in study.

During the course of this work focus was kept in the CO2 fluxes. Nonetheless, the25

numerical tools presented are equally valid for studies of other gases flowing across
the air-water interface, substituting the adequate parameters in the model. The current
work is intended to set the grounds for further research. This shall consist on including
more environmental processes, improve the algorithms of the currently included ones,
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submit the tools to a wide range of environmental conditions and to conjugate them
with numerical modelling labs such as MOHID, ECO lab, URI’s, WRL’s or FIO’s.

2 State of the art

The flux (mol m−2 s−1) of a gas across the air-water interface is usually estimated as
in Eq. (1) (or similar formulas), where k (m s−1) is the transfer velocity which often has5

incorporated the chemical enhancement factor α (scalar), Ca and Cw (mol m−3) are the
CO2 concentrations in the air and water, respectively, and kH (scalar) is the Henry’s
constant in its Ca/Cw form. Here, a positive F represents a flux from the air to the
water.

F =k(
Ca

kH
−Cw) (1)10

Similar equations have been extensively proposed in the literature (Mackay and Yeun,
1983; Wanninkhof, 1992; Cole and Caraco, 2001; Upstill-Goddard, 2006; Zappa et
al., 2007). The gas flux is frequently estimated by the alternative formulation F =
kα∆pCO2 (Frankignoulle, 1988; Wanninkhof, 1992; Zhao et al., 2003; Borges et al.,
2004a,b; Koné et al., 2009; Turk et al., 2010; Hunt et al., 2011) where the CO2 concen-15

tration in the air is given in its partial pressure and the CO2 concentration in the water
is given in its expected air partial pressure would it be at equilibrium with the water
and α is Bunsen’s gas solubility coefficient, equivalent to Henry’s constant (kH) in its
Cw/Pa form. Zhao et al. (2003) calls it s thus preventing confusion with the chemical
enhancement factor α. The solubility is required to convert the difference in units of20

atm to mol m−3. In the works by Raymond et al. (2000), Cole and Caraco (2001) and
Vandemark et al. (2011) the ∆pCO2 is replaced by ∆[CO2] the difference between the
observed CO2 concentration in the water and the expected at equilibrium.

The kH is Henry’s constant in its Ca/Cw form, which is a measure of volatility. His-
torically, it is most famous in its Cw/Ca form or in its Cw/Pa form, becoming a measure25

of solubility. Sander (1999) and Johnson (2010) proposed algorithms to estimate the
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Henry’s constant and convert it into its several forms. In order to estimate the effects
of water temperature, salinity, air temperature and pressure on solubility/volatility these
formulations consider the physical and molecular properties of the air, gas, water and
its solvents.

The k term represents the transfer velocity (also known as piston velocity ) of the5

gas molecules across the air-water interface. In still air and still water conditions this
movement of molecules across the thin layer is due to diffusive transport and thus
constrained by the environmental variables that regulate diffusivity. However, when at
least one of the phases is not still, turbulence at the interface becomes the main factor
regulating the gas transport. The simpler models for the estimation of the transfer10

velocity consider a single thin layer (Carini et al., 1996; Raymond and Cole, 2001;
Borges et al., 2004b; Zappa et al., 2007) across which the transfer velocity equals the
water-phase transfer velocity (k = kw). Full explanation of all the algorithms for the kw
estimates would be to extensive and beyond the scope of the current work. In this
work, focus is kept in the fundamental physical aspects and the methods to simulate15

them. A provisional turbulence driven water transfer velocity (k#
w) is estimated as a

function of the wind speed (u10) measured 10 meters above water (Liss and Merlivat,
1986; Wanninkhof, 1992; Carini et al., 1996; Nightingale et al., 2000; McGillis et al.,
2001; Raymond and Cole, 2001; Borges et al., 2004a,b; Sweeney et al., 2007) or of
the air-side friction velocity (u∗) at the air-water interface (Mackay and Yeun, 1983;20

Zhao et al., 2003) Most often, these are first to second degree polynomials. A constant
with the value of 10−3 is sometimes added to the k#

w representing the transfer velocity
in still conditions, i.e. the transfer velocity due to diffusivity when wind speed is zero.
There are more physical phenomena that affect the water-side transfer velocity and
for which have been proposed algorithms to simulate them. Such are the cases of the25

formation of bubbles with high wind speeds and breaking waves (Memery and Merlivat,
1985; Woolf, 1997, 2005; Zhao et al., 2003; Duan and Marti, 2007), wave field (Taylor
and Yelland, 2001; Oost et al., 2002; Fairall et al., 2003; Zhao and Xie, 2010), rain
(Ho et al., 2004; Zappa et al., 2009; Turk et al., 2010), surfactants (Frew et al., 2004)
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and the variability of the wind velocity over longer time intervals (Wanninkhof, 1992).
The parametrization by Fairall et al. (2000) attempts to congregate the fundamental
environmental factors over the open ocean.

The provisional water transfer velocity (k#
w) is estimated for fresh water at 20 ◦C and

rectified to the final water transfer velocity (kw) at actual temperature and salinity mul-5

tiplying it by the chemical enhancement factor (α). This factor is usually taken as
(Scw/600)−0.5, where Scw is the Schmidt number of water estimated for the actual
temperature and salinity, 600 is usually accepted as the Schmidt number for fresh wa-
ter at 20 ◦C and distinct exponents have been proposed, particularly when related to
sea surface agitation or the presence of surfactants. The Schmidt number at actual10

water temperature and salinity may be given by algorithms of a statistic nature (Carini
et al., 1996; Raymond and Cole, 2001; Borges et al., 2004b). These are polynomials
that best fitted observations. Alternatively, Johnson (2010) proposed a mechanistic
numerical scheme that accounts for the effects of temperature and salinity considering
several physical properties, namely the mass fraction of pure water and of the solutes,15

the water density, the dynamic viscosities of pure water and of the solutes, the kine-
matic viscosity of water, the mass diffusivity in the water, the molar volume of the gas
and of air, and the relative molecular masses of water, of air and of the diffusing gas.
The mass diffusivity in the water may be estimated by the algorithms proposed by
Hayduk and Laudie (1974), Hayduk and Minhas (1982) and Wilke and Chang (1955).20

Borges et al. (2004b) proposed adding to the wind driven turbulence the turbulence due
to the water current and its drag with the bottom as this may be an important source of
turbulence in coastal waters. Its algorithm is given by O’Connor and Dobbins (1958).
With these developments the transfer velocity equation used in this work had the gen-
eral form of Eq. (2). Woolf (2005) further proposed splitting the kwind

w term into a term25

for sea surface agitation plus a term for whitecap (i.e. bubble formation from breaking
waves).

915

http://www.ocean-sci-discuss.net
http://www.ocean-sci-discuss.net/9/909/2012/osd-9-909-2012-print.pdf
http://www.ocean-sci-discuss.net/9/909/2012/osd-9-909-2012-discussion.html
http://creativecommons.org/licenses/by/3.0/


OSD
9, 909–975, 2012

Air-water interface
gas flux

V. M. N. de C. da S. Vieira

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

kw = (kwind
w +kcurrent

w ) ·
(

600
Scw

)0.5

(2)

Equation (2) is one of the most used formulations for the water-side transfer velocity.
It was the adopted in this work and thus was presented with detail. There are never-
theless other two widely used formulations. The Bulk model was implemented in the
COARE algorithm (Fairall et al., 1996; Grachev and Fairall, 1997; Fairall et al., 2003) to5

estimate the fluxes of heat, humidity and gases across the air-water interface, forced
by wind, atmospheric stability and sea-surface agitation, and associated to the eddy-
covariance field methodology. Surface renewal theory and micro-scale wave breaking
congregate a vast body of literature, developed by B. Jähne, E. J. Bock, and asso-
ciates at the University of Heidelberg and C. J. Zappa, N. M. Frew, W. R. McGillis and10

associates at the Woods Hole Oceanographic Institution, devoted to the estimation of
the transfer velocities of gases, heat and humidity sustained on a common numerical
scheme. The work by Frew et al. (2004) relying on such scheme bonds the effects of
the main related environmental factors.

A slightly more complex model, the thin film model (Liss and Slater, 1974; Johnson,15

2010), also called the two-resistance model (Mackay and Yeun, 1983), considers along
the air-water interface both the water-phase and the air-phase thin layers. The final
transfer velocity is the weighted harmonic mean of the air-side and water-side transfer
velocities, ka and kw respectively. Depending on whether the flux is being estimated
from the air-side or the water-side point of view, the transfer velocity scheme weights20

the opposite phase transfer velocity by the Henry’s constant. The flux (F ) in Eq. (1) is
estimated from the water point of view and thus the transfer velocity (k) is estimated as
in Eq. (3).

k =
(

1
kw

+
1

kH ·ka

)−1

(3)

To compute the flux from the air point of view Eq. (4), the transfer velocity must also be25

estimated from the air point of view Eq. (5). Despite the different transfer velocities the
916
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fluxes yielded by Eqs. (1) and (4) are equal.

F =k(Ca−kH ·Cw) (4)

k =
(
kH

kw
+

1
ka

)−1

(5)

In this thin film model the water-phase transfer velocity (kw) is estimated likewise the
transfer velocity in the single thin layer model Eq. (2) whereas the air-phase transfer5

velocity (ka) needs a different formulation. The ka is mainly driven by the wind veloc-
ity. Therefore, Duce et al. (1991), Liss (1973) and Shahin et al. (2002) estimate ka
directly from u10 whereas Mackay and Yeun (1983), Zhao et al. (2003) and Johnson
(2010) estimate it from the friction velocity (u∗). The simplest way to get to u∗ from
u10 is through the drag coefficient: CD = (u∗/u10)2. The simplest formulation is by10

Duce et al. (1991) proposing a fixed value drag coefficient, which has been proved to
be unrealistic. A variable drag coefficient dependent on u10 was estimated from field
surveys (Smith, 1980), wind tunnel experiments (Mackay and Yeun, 1983) and deep
water wind seas (Taylor and Yelland, 2001). Sethuraman and Raynor (1975) proposed
drag coefficients dependent on the surface roughness and estimated by the Reynolds15

number, or dependent on the atmospheric stability and estimated by the Richardson
number. Air temperature and pressure may also affect the air transfer velocity in a
mild manner. Due to that, Mackay and Yeun (1983), Shahin et al. (2002) and Johnson
(2010) propose air transfer velocity equations that include temperature and/or pressure
dependent terms of the air diffusivity (Da) and/or the Schmidt number of air (Sca).20

3 Methods

3.1 The gas flux model

The current work provided a numerical scheme for the estimation of the flux of a gas
through the air-water interface, a Matlabr based free open source software package to
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implement it and a tutorial for the software; available as online supplementary material
(InterfaceGasFlux.zip). The pre-defined gas model constants were those of CO2. To
implement the model with a different gas these constants must be replaced by the
appropriate values for the respective gas. The model estimated the gas flux both from
the water and the air point of view Eqs. (1) and (4). Therefore, when the double layer5

model was used the overall transfer velocity was the harmonic mean of the water-
side and air-side transfer velocities estimated from the water and the air point of view
Eqs. (3) and (5). The flux of a gas across the air-water interface had basically two
components (Frankignoulle, 1988):

1. The difference between the gas concentrations in the water and in the air gave the10

direction of the flux and its strength. It is analogous to the electric potential differ-
ence across a membrane or the potential energy of water in an elevated reservoir.
Equilibrium was not reached when concentrations were equal but rather when
these were at a proportion given by Henry’s constants. These were measures
of solubility/volatility of the gas in the water and were dependent on temperature,15

salinity and air pressure. The formulations used for the estimation of Henry’s con-
stants were the ones given by Sander (1999) and Johnson (2010), available in
the software executable file “kHExe.asv”.

2. The resistance of the medium to the vertical movement of matter restricted the gas
transfer velocity. This is analogous to the resistivity (or conductivity) of materials20

to electric currents or of streams to water flow. The model implementation allowed
for many options regarding the estimation of the gas transfer velocity. The first one
was about choosing between single or double layer models. Then, it was chosen
the algorithm for the effect of wind on the water-phase transfer velocity (kw). The
available algorithms were those of Liss and Merlivat (1986), Mackay and Yeun25

(1983), Wanninkhof (1992), Carini et al. (1996), Nightingale et al. (2000), McGillis
et al. (2001), Raymond and Cole (2001), Zhao et al. (2003), Borges et al. (2004b),
and Sweeney et al. (2007). The effect on the water-phase transfer velocity of
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turbulence from current drag with the bottom following O’Connor and Dobbins
(1958) was added. The chemical enhancement of the water-phase transfer ve-
locity (α) was chosen between the algorithms provided by Carini et al. (1996),
Raymond and Cole (2001), Borges et al. (2004a) and Johnson (2010). When the
latter was chosen it required also choosing the algorithm for the effects of temper-5

ature and salinity on water diffusivity. It could be chosen between those provided
by Hayduk and Laudie (1974), Hayduk and Minhas (1982) and Wilke and Chang
(1955). When the double layer model was chosen it required also choosing the
algorithm for the effect of wind on the air-phase transfer velocity (ka). It could be
chosen between those provided by Liss (1973), Mackay and Yeun (1983), Duce10

et al. (1991), Shahin et al. (2002), Johnson (2010) and Johnson’s adaptation of
COARE algorithm (Johnson, 2010). Several of the kw and ka algorithms relied on
the friction velocity, which could be estimated from u10 using the CD. The simplest
way was to use the fixed drag coefficient proposed by Duce et al. (1991). This
was unrealistic and its expected bias was accessed comparing with variable drag15

coefficient formulations dependent on u10 as proposed by Smith (1980), Mackay
and Yeun (1983) and Taylor and Yelland (2001). But even these are of limited ap-
plication and thus the model was upgraded to include the effects of sea-surface
roughness and atmospheric stability on the turbulence driven transfer velocities.
These are detailed in the remaining paragraphs of this section. The formulations20

for the estimation of kw are available in the software executable file “kwExe.asv”
whereas the formulations for the estimation of ka are in “kaExe.asv”.

Surface roughness is dependent on the distance the wind has been acting upon the
water surface (i.e. the fetch) generating a shear stress. Equivalent winds acting over
longer fetches are expected to generate more turbulence and shear stress, and there-25

fore also bigger roughness lengths. The formulation proposed here followed the same
rationale as the AERMOD, developed by the Environmental Protection Agency (EPA).
The basic principle was to adapt the log wind profile equation solving for friction veloc-
ity as a function of wind speed and roughness length. Then, apply this estimate to the
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available friction velocity based formulations of air-side and water-side transfer veloci-
ties, ka and kw respectively. Still, atmospheric stability may also play an important role
in the relation of wind speed with friction velocity. Atmospheric stability is a microm-
eteorological concept related to the buoyancy (advection of warmer air) production of
turbulent kinetic energy (see Monin-Obukhov similarity theory). Thus, a more accurate5

formulation is the log-linear wind profile Eq. (6) named so because it incorporates a
logarithmic term for roughness length and a linear term for atmosphere stability:

uz−us =
(
u∗
k

)
·
(
ln
(
z
z0

)
+Ψ(z,zo,L)

)
(6)

Here, uz (m s−1) is the wind velocity at height z (m), us (m s−1) is the collinear com-
ponent of the water current velocity at the sea surface, k is the von Kármán constant10

(usually 0.4) and z0 (m) is the roughness length. To avoid confusion it must be noted
that z is height in meteorology (presently 10 m) whereas is depth in oceanography; that
the current velocity (presently us) is referred as w in hydrodynamics whereas w is the
vertical wind component in meteorology; and that von Kármán constant (k) should not
be confounded with the transfer velocity (k). The atmospheric stability function (Ψ) is15

given by Eq. (7) according to Sethuraman and Brown (1976) and Woodward (1998),
where α is a constant (not to be mistaken for the chemical enhancement factor nor
Bunsen’s solubility coefficient) usually between 4.5 and 7 for atmospheric stable con-
ditions (Sethuraman and Brown, 1976), L (m) is the Monin-Obukhov length given by
Eq. (8), u∗ is the friction velocity (m s−1), ρ is the air density (g m−3), Θ is the potential20

temperature of air (K ), cp is the specific heat of air (J g−1 K−1), H is the vertical heat flux

(J m−2 s−1) assumed positive upwards and g is the gravitational acceleration (m s−2).

Ψ(z,zo,L)=α
z−z0

L
(7)

L=−u3
∗cpρΘ(k ·g ·H)−1 (8)
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The wind log-linear profile was originally developed for air masses over land. Under
neutral stability land and air are at the same temperature (H = 0, L=±∞, Ψ= 0) and
the wind follows a logarithmic decay as it approaches the soil. When the land is warmer
than the air it heats the air immediately above, which flows up generating turbulence
and thus increasing the momentum transfer along the atmosphere surface boundary5

layer. This is an atmospheric unstable condition where the wind log profile is smoothed
linearly (H > 0, L< 0, Ψ< 0). Relative to the neutral stability, equivalent winds gener-
ate more friction velocity, or equivalent friction velocities require less wind. When the
land is colder than the air it cools the air immediately above, stratifying the atmosphere
surface boundary layer and thus decreasing the momentum transfer within it. This is10

an atmospheric stable condition where the wind log profile is enhanced linearly (H <0,
L> 0, Ψ> 0). Relative to the neutral stability, equivalent winds generate less friction
velocity, or equivalent friction velocities require more wind. Over land the atmosphere
is generally unstable during the day and stable during the night. The wind log-linear
profile also takes place over the ocean (Grachev and Fairall, 1997; Mears et al., 2001;15

Fairall et al., 2003; Lange et al., 2004; Chelton and Freilich, 2005; Hoffman and Leidner,
2005; Capps and Zender, 2009). However, it does not necessarily follow the same daily
and/or seasonal variation as over land as the high specific heat of water makes it very
resistant to abrupt temperature changes. As an example at Ria Formosa’s geographi-
cal area the air is warmer than the water during the day for most of the year, but this is20

reversed during the coldest part of winter. Presently, the log-linear wind profile Eq. (6)
was solved for the friction velocity Eq. (9). However, its application presented two ma-
jor problems. One was the lack of the equipment required for the field estimates of
the variables related to the Monin-Obukhov length L. The other was that, because the
friction velocity and the Monin-Obukhov length L are dependent on each other, these25

did not have an exact analytical solution but required being estimated numerically. This
should be done iterating Eqs. (7) to (9) for convergence of u∗ (see Grachev and Fairall
(1997) and Fairall et al., 2003). However, given the present constrains, it was cho-
sen to classify the atmospheric stability accordingly to Pasquill-Gifford’s classes and to

921

http://www.ocean-sci-discuss.net
http://www.ocean-sci-discuss.net/9/909/2012/osd-9-909-2012-print.pdf
http://www.ocean-sci-discuss.net/9/909/2012/osd-9-909-2012-discussion.html
http://creativecommons.org/licenses/by/3.0/


OSD
9, 909–975, 2012

Air-water interface
gas flux

V. M. N. de C. da S. Vieira

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

correlate these with the expected Monin-Obukhov length L (Woodward, 1998) and αAS
(Sethuraman and Brown, 1976)

u∗ =
(uz−us)k

ln(z)− ln(z0)+Ψ(z,z0,L)
(9)

The field estimates of roughness length were done according to Taylor and Yelland
(2001) formulation, z0/Hs =A(Hs/ΩLp)B, where Hs (m) is the significant wave height,5

Lp (m) is the wave length of waves at the peak wave spectrum, Ω is a scaling con-
stant presently introduced, A= 1200 and B = 4.5. This parameterization predicts the
drag coefficient (and thus also the friction velocity and roughness length) increases
with increasing fetch and wind duration. Other parameterizations by Donelan (1982,
1990), Smith et al. (1992), Oost et al. (2002) and Fairall et al. (2003) estimate the wave10

age based on peak wave speed and friction velocity. These were not tested as their
requirement for a friction velocity input would return a circular function. The Hs and Lp
data were collected by Instituto Hidrográfico’s buoy located 6.1 km off shore from Ria
Formosa and over 93 m depth.

3.2 Field estimates and units conversions15

The gas concentrations are commonly estimated from the field in either mol m−3 or ppm
units. In the current work was used data with the IRGA and floating chamber sampling
procedure, yielding the gas concentrations in ppm. For the current software the gas
concentrations could be provided in either form but had to be converted into mol m−3

prior to Eqs. (1) and (4). There were two distinct types of conversions: (i) the [gas] in20

the air converted between ppm and mol m−3 using the ideal gas law, and (ii) the [gas] in
the water converted between mol m−3 and its equivalent air ppm at equilibrium, using
Henry’s constants. The details on these conversions are provided on Supplement A,
together with the protocol for the estimation of the flux from the floating chamber data.
Preliminary tests with the model yielded a flux even when the CO2 concentrations (both25

given in ppm) in the water and in the air were in equilibrium. It enlightened the need for
922
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careful, accurate conversion between the distinct forms of the Henry’s constants. The
kHpc is the Henry’s constant for water at 25◦C and 0 ppt salinity given in its Pa/Cw form.
It has a value of 29.4118. The kH is the Henry’s constant for a given temperature and
salinity in its Ca/Cw form. Johnson (2010) presents an algorithm to estimate kH from
kHpc. This algorithm is represented in the first line of the braced expression in Eq. (10).5

The f (T ) and f (S) represent the functions that resolve for the given temperature and
salinity respectively, TK,w is water temperature in Kelvin and αH is a constant with the
value of 12.2. This constant is given by Sander (1999) in an algorithm to estimate kHcp
from kH (in the second line of the braced expression in equation 10) were TK,a is air
temperature in Kelvin. The kHcp is needed to convert the equilibrium CO2 concentration10

in the water from ppm to mol m−3 at the given environmental conditions (Eq. A5). How-
ever, it is fundamental that the kHcp estimation for those environmental conditions follow
the same algorithm previously used for the kH estimation for the same environmental
conditions Eq. (10). Furthermore, it is also essential to note that the temperature in
Sander’s Sander (1999) expression is relative to air. This is not explicit in the original15

article and one may easily be misled assuming it is water temperature because this is
the main control of solubility. However, its effect was already accounted for in the kH es-
timation from kHpc. This is demonstrated by developing equation (1) to Ca/(Cw ·kH)=1.
If both CO2 concentrations are given in ppm and their conversions are introduced into
this equation, knowing that P(atm) = 101325.01P a, Eq. (11) is obtained; but only if the20

temperature in Sander (1999) expression is air temperature. Otherwise, the equation
only applies when air and water temperatures are equal. Equation (11) was also used
to accurately determine αH as 12.1866.{

kH =
αH ·kHpc ·f (S)
TK,w ·f (T )

kHcp =
αH

TK,a ·kH

⇒kHcp =
TK,w · f (T )

TK,a ·kHpc · f (S)
(10)

Ca

CwkH
=1⇒ 101325.01

103 ·R ·αH

=1 (11)25
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3.3 Decomposition of the Difference in the gas Fluxes

For some studies it may be useful to compare a particular case of a gas flux with that
of a reference situation, identifying and ranking the causes for the difference. This
was illustrated with an example where the objective was to understand how lagoonary
systems like Ria Formosa may affect the CO2 flux in coastal waters. Therefore, the5

reference situation was the environmental conditions of the oceanic coastal waters
and its CO2 flux, whereas the particular case was the environmental conditions inside
Ria Formosa and its CO2 flux. The environmental conditions of the reference situation
were recorded in a column vector xa and its CO2 flux was estimated by the numerical
model above as fa. The environmental conditions of the particular case were recorded10

in a column vector xb and its CO2 flux was estimated by the numerical model as fb.
The difference between the environmental conditions of the particular case and of the
reference situation (∆x) was given in the column vector h Eq. (12). The column vectors
were arranged as x1 = Cair, x2 = Tair, x3 = P , x4 = u10, x5 = z0, x6 = LMO, x7 = αAS,
x8 = Cw, x9 = Tw, x10 = S, x11 =w and x12 = zw. It is important to recognize when15

subscript a stands for air or for the reference situation.

h=

h1
...
hi

=

x1
...
xi


b

−

x1
...
xi


a

(12)

The difference in the CO2 flux was given by fb− fa. It was decomposed into its multiple
parcels, each attributable to the difference in a particular environmental variable or
interactions between variables. This decomposition was possible developing the Taylor20

expansion of the gas flux model as in Eq. (13).

fb− fa =
Θ∑

n=0

1
n!

[(
h1

∂
∂x1

+h2
∂

∂x2
+ ...+hi

∂
∂xi

)n
· fk
]
− fa (13)

The partial derivatives were estimated at point k located within the interval between xa
and xb. The integer Θ stated the highest order terms used. Usually Θ is high enough
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for the remainder to be close to zero. However, as there were many independent vari-
ables the number of higher order terms got too big and its estimation turned computa-
tionally too heavy. Therefore, the software was developed to automatically adjust this
decomposition for a specified number of independent variables, each with its own Θi
order terms Eq. (14). It started by locating each term of the Taylor expansion in a spec-5

ified cell entry of a data array (named TaylorArray ) with i dimensions Eq. (15). In this
case it was a hyper-volume with 12 dimensions. Afterwards, all terms were summed.
The coordinate of each term in each dimension was given by the respective rank of its
partial derivative. Computationally, as Matlabr does not accept index zero for arrays,
the ∂0xi was placed in the 1st cell, the ∂1xi was placed in the 2nd cell and the ∂nxi10

was placed in the (n+1)th cell along the ith dimension, each being only extended until
its own Θi term. This procedure enabled a variable-wise sorting out of insignificant
terms, optimizing computational effort. The multivariate form of the Taylor expansion
has each term preceded by a coefficient given by the multinomial in Eq. (16). However,
the numerator in Eq. (16) cancels out with the denominator from the middle quotient15

in Eq. (15), thus simplifying the calculus Eq. (17). The first entry in the hyper-volume
(TaylorArray1,1,...,1) had the combination of all the partial derivatives of 0 order, that is:
fa. Therefore, subtracting fa was done by simply setting this first entry to 0.

fb− fa =
Θ1+1∑
n1=1

Θ2+1∑
n2=1

...
Θ12+1∑
n12=1

(
TaylorArrayn1,n2,...,n12

)
− fa (14)

TaylorArrayn1,n2,...,n12
=
( ∑

ni
n1,n2,...,n12

) ∏hni
i

(
∑
ni )!

∂
∑
ni fk1,k2,...,k12

∂n1x1∂n2x2...∂n12x12
(15)20

( ∑
ni

n1,n2,...,n12

)
=

(
∑
ni )!∏

(ni !)
(16)
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TaylorArrayn1,n2,...,n12
=

12∏
i=1

(
hni
i

ni !

)
∂
∑
ni fk1,k2,...,k12

∂n1x1∂n2x2...∂n12x12
(17)

The partial derivatives were estimated numerically. While the detailed explanation on
the procedure is available in Supplement B, here only a brief overview is presented.
The gas flux function was approximated by a collocation polynomial in its turn esti-
mated by a multivariate adaptation of Newton’s finite difference formula. The collo-5

cation polynomial was partially derived to each of the dimensions. The output was a
numerical estimate of the partial derivatives of the collocation polynomial that fitted with
accuracy the partial derivatives of the gas flux function for any particular point in the
hyper-volume of independent variables.

There were two computationally alternative ways to create the Taylor expansion10

hyper-volume. One was to go element-wise filling in each entry with the result from
Eq. (17). The other was to partition the Taylor expansion hyper-volume into two com-
plementary hyper-volumes: one with the partial derivatives and another with the hi
products and denominators of the multinomial coefficients; and afterwards doing the
element-wise product between these two arrays. Each hyper-volume was created15

starting with a single dimension and expanding dimension-wise until the final twelve
dimensional array. In this process each new dimension was added by multiplying the
former array by each entry of the new dimension (i.e like the Kronecker product).

Thus far there were too many terms to look at. Ideally it was intended to partition the
whole gas flux difference between the independent variables and not between com-20

binations of these variables. In order to achieve this, each multivariate term of the
Taylor expansion was itself evenly partitioned among the independent variables that
contributed to it. The remainder was estimated subtracting the sum of the estimated
terms to the actual gas flux difference given by fb− fa. It allowed tracking the accuracy
of the results, which was one of the criteria used for model optimization. The other was25

the computational time required to perform the calculus. The model optimization was
tested for each dimension at a time and included three features:
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1. The order of the partial derivative (Θi ) worth evaluating. This is illustrated with the
simpler situation: if the effect of a variable (xi ) in the gas flux was simulated by a
second degree polynomial, it was not worth the inclusion on the i th dimension of
the Taylor expansion of the terms with orders (Θi ) higher than 2 as these did not
increased the accuracy of the estimates whereas they did increased significantly5

the computational effort. Having all the Θi set, it was only included in the Taylor
expansion the multivariate terms with the crossed partial derivatives with orders
up to Θ1, Θ2,... and Θ12.

2. The number of steps ahead (ni ) worth taking in Newton’s finite difference formula
for the collocation polynomial in order to accurately estimate the partial derivative10

of order Θi . In the example above, one step ahead is not enough to accurately
estimate a second order derivative but only a first order. Two steps ahead are
enough to estimate the second order derivative. More than two steps ahead may
(or not) increase the accuracy of the estimates of second order derivatives. Hav-
ing all the ni set, for the estimation of the crossed partial derivatives with orders15

up to Θ1, Θ2,... and Θ12 were only taken n1, n2,... and n12 steps ahead.

3. In the process of numerically estimating derivatives, it is crucial the size of the
steps taken forward or backward (the δi ) in Newton’s finite difference formula for
the collocation polynomial. If these are too large or too small, with increasing
order of the terms the δi raised to higher powers lead towards infinity or infinites-20

imal, which turns the error unbearable. A simple, direct answer to this problem
was choosing the δi to always be in the vicinity of 1. However, it was not the end
of the problem as for some variables, their increase in steps of size 1 would get
them out of bounds, that is, far out of the interval given by xi ,a and xi ,b. Thus,
it was also necessary to play with the units upon which the steps were taken so25

that they would be within bounds but still represented by numbers with one digit:
(a) gas concentrations could be converted from mol m−3 into mmol m−3; (b) air
pressure from atm into kilopascal (KP a); (c) wind speed from m s−1 into Km h−1;

927

http://www.ocean-sci-discuss.net
http://www.ocean-sci-discuss.net/9/909/2012/osd-9-909-2012-print.pdf
http://www.ocean-sci-discuss.net/9/909/2012/osd-9-909-2012-discussion.html
http://creativecommons.org/licenses/by/3.0/


OSD
9, 909–975, 2012

Air-water interface
gas flux

V. M. N. de C. da S. Vieira

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

(d) roughness length from m into dm, cm, mm or 10−1 mm; (e) LMO from m into
dam, (f) αAS, a scalar, into ·10 units, (g) current speed from m s−1 into dm s−1,
cm s−1, m min−1, hm h−1 or km h−1; and (h) depth from m into dm, dam or hm.

The last problem needed to be solved concerned the [gas] when supplied in units of
ppm to a model that works with units of mass volume−1, and the existence of a temper-5

ature and/or pressure difference between reference and alternative sites. In order to
clearly illustrate this issue, consider a reference and alternative sites that were equal in
every variable except air pressure. In this case the reference and alternative sites have
equal [gas] when expressed in units of ppm. Then, the two sites exhibited a difference
in [gas] when expressed in units of mass volume−1 simply because equal amounts of10

gaseous mass occupy different volumes when subject to different pressures. The pre-
liminary DDF did not consider the effect on the gas flux of this [gas] difference induced
by the air pressure. Therefore, there was a part of the flux that was not considered.
The DDF was upgraded by rectifying the numerical estimates of the partial derivatives:
when the [gas] were given in ppm it was not automatically converted to mol m−3. First,15

the steps further were taken in Newton’s finite difference formula with the [gas] still in
ppm units as these were equally well suited for that purpose. Only after each step was
taken the respective ppm was converted to the mol m−3 that was fed to the flux model.
This procedure enabled to account for the effects of air temperature and pressure vari-
ations on the conversion of the gas concentrations.20

4 Results

In order to compare the performance of the flux formulations an environmental refer-
ence situation was set where the variables had fixed values. Then, the effect of each
environmental variable was tested independently by changing each variable at a time.
Ca was fixed at 370 ppm; Ta was tested from 0 to 40 and fixed at 20 ◦C; P was fixed at25

1 atm; u10 was tested from 0 to 30 and fixed at 0.001 m s−1; z0 was tested from 10−5 to
10−1 and fixed at 10−5 m; the Monin-Obukhov length (LMO) was tested from −0 to +0
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and fixed at ∞; Cw was tested from 200 to 900 and fixed at 370 ppm; Tw was tested
from 0 to 30 and fixed at 20 ◦C; S was tested from 0 to 40 and fixed at 0 ppm; w was
tested from 0 to 2 and fixed at 0.001 m s−1; zw was tested from 0.5 to 10 and fixed at
10 m.

4.1 Air-side transfer velocity5

Wind was one of the most influential environmental factors affecting the air-side trans-
fer velocity. Several algorithms simulating this relation are presented in Fig. 1. All
the equations about the wind effect including a term for the drag coefficient (Johnson,
2010; Mackay and Yeun, 1983) were very coherent among each other. As expected,
the Duce et al. (1991) constant drag coefficient underestimated the air transfer velocity10

at high wind speeds relative to the drag coefficient parameterizations by Smith (1980)
and Mackay and Yeun (1983). Furthermore, this parameterization passed through the
origin, meaning no CO2 flux at still air. Other formulations presented the same problem,
as was the case of the COARE formulation by Jeffrey et al. (2010). In the COARE algo-
rithm this was solved with the addition of a gustiness term (Grachev and Fairall, 1997;15

Fairall et al., 2003). Presently, this was solved with the addition of a constant (10−3)
following Mackay and Yeun (1983) and Johnson (2010). After wind, roughness length
and atmospheric stability were the next most influent parameters in the air-side trans-
fer velocity (Fig. 2). However, accounting for these required using the ka formulations
dependent on friction velocity, which in its turn was no longer dependent on the drag20

coefficient formulation but on the wind log-linear profile. The scheme used in Fig. 2,
by Mackay and Yeun (1983), was fit to wind tunnel data and thus, in the absence of
long fetches (and therefore of rough surfaces) and under neutral atmospheric stability.
However, when these effects were added the ka predictions increased significantly. It
became close to the highest predicting ka formulations and apart from the bulk of the25

ka estimates without roughness length and atmospheric stability. Only the algorithm by
Shahin et al. (2002) simulated perceptible effects of air temperature and pressure on
ka (Fig. 3), but even this was relatively meaningless compared to the wind effect.
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4.2 Water-side transfer velocity

The water diffusivity equations yielded approximate results with water temperature
changing from 0 ◦C to 30 ◦C (Fig. 4,up). Thus, choosing different diffusivity equations
had little effect on both the Schmidt number of water (Scw) and the chemical enhance-
ment factor (α) when estimated according to Johnson (2010). Other α algorithms by5

Borges et al. (2004b), Carini et al. (1996) and Raymond and Cole (2001), which did
not account for diffusivity, also yielded approximate results with changing temperature
(Fig. 5,up). The Carini et al. (1996) and Raymond and Cole (2001) algorithms share
the same equation for the estimate of α and thus their lines were over imposed. All
these algorithms yielded α very close to 1 in fresh water at 20 ◦C as it was supposed to10

be. The estimates of the effect of salinity in both the water diffusivity (Fig. 4,down) and
α (Fig. 5,down) were also very approximate, apart the Carini et al. (1996) and Ray-
mond and Cole (2001) algorithms, which did not account for salinity in the α estimate
and thus their lines were horizontal and over imposed.

When comparing the several available algorithms for the relation of wind speed with15

kwind
w , two groups were set aside (Fig. 6). The first group had the algorithms developed

for open ocean estimates and/or strong winds. The relations were exponential and
maybe underestimated kw at low winds due to the lack of data. Inside this group,
the McGillis et al. (2001) algorithm was clearly exaggerated relative to the remaining
algorithms. The formulation by Mackay and Yeun (1983) was estimated in a wind20

tunnel with wind speeds between 5 and 22 m s−1 and extrapolated for environmental
conditions using the wind dependent drag coefficient scheme by Smith (1980). The
constant drag coefficient (Duce et al., 1991) and the wind dependent drag coefficient
estimated from wind tunnel experiments (Mackay and Yeun, 1983) were discarded.
The second group had the algorithms developed from river and estuarine surveys in25

low wind regimes. The Carini et al. (1996) and Borges et al. (2004b) functions were
linear. Thus, though the kwind

w at low winds were probably closer to reality, at high winds
were underestimated. The Raymond and Cole (2001) was an exponential function
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estimated exclusively from wind speeds below 8 m s−1. Its extrapolation to high winds
was a wild guess yielding the fastest transfer velocities.

Roughness length and atmospheric stability had a remarkable influence in the water-
side transfer velocity (Fig. 7). However, these required using the kwind

w formulations
dependent on friction velocity, which in its turn was no longer dependent on the drag5

coefficient formulation but on the wind log-linear profile. Rougher sea-surfaces (with
higher roughness lengths) created more wind drag and therefore increased friction
velocity. Atmospheric instability increased the momentum transfer across the atmo-
spheric boundary layer, thus also increasing the friction velocity: wind speed decayed
less from u10 till the sea-surface. Atmospheric stability stratified the atmospheric10

boundary layer decreasing the momentum transfer across it, thus decreasing the fric-
tion velocity: wind speed decayed more from u10 till the sea-surface. The scheme
used in figure 7, by Zhao et al. (2003), when the effects of roughness length and atmo-
spheric stability were added matched the formulations developed for open ocean and
from moderate to high wind experiments.15

Only one algorithm, by O’Connor and Dobbins (1958), was used to estimate the
effect of water current and depth on the water-side transfer velocity (kcurrent

w ). The
transfer velocity increased non-linearly with increasing water current and decreasing
depth (Fig. 8). Its magnitude was similar to the magnitude of the water transfer velocity
imposed by low to moderate winds.20

4.3 The gas flux

The direction of the CO2 flux across the air-water interface shifted around the equilib-
rium point with variable CO2 concentrations in the water (Fig. 9). The steepness of the
slopes showed the sensitivities of the flux algorithms to the gas concentrations. These
slopes varied greatly with wind speeds, reflecting the fundamental role of wind in the25

flux of a gas across the air-water interface through its effect in the transfer velocity.
The influence of water temperature and salinity on the CO2 flux was estimated with
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the temperature set to 17.38 ◦C (Fig. 10). This is the water temperature at which the
Henry’s constant equals 1 for a 0 ppt salinity and 1 atm air pressure. The CO2 con-
centrations in mol m−3 in the x axis correspond to the CO2 concentrations of 200 to
900 ppm in water at 17.38 ◦C and 0 ppt. Water temperature and salinity had a dual ef-
fect in the CO2 flux across the air-water interface. The changes in the y intercept were5

due to their effects in the solubility of CO2 (kH), whereas the steepness of the slopes
were given by their effects in the water-side transfer velocities (Fig. 10,up). The same
test was done isolating the ∆CO2 term (Fig. 10,down). Water temperature and salinity
only affected the y intercept of the functions due to their effects in the solubility of CO2.
All slopes exhibited the same steepness as the transfer velocity was not included in the10

function. A fairly similar process occurred with the effects of air temperature and pres-
sure on the CO2 flux and on the ∆CO2 (Fig. 11), but only when the CO2 concentrations
in at least one of the phases was given in units of ppm and thus required conversion to
mol m−3. In such cases changes in the air temperature and/or pressure changed both
the slope and the y intercept of the function.15

4.4 Model application

The model was tested by comparing the CO2 flux estimates with the CO2 fluxes ob-
served in Ria Formosa’s main channels and at the nearby coastal ocean with the IRGA
and floating chamber technique (Fig. 12). The model estimates were forced by the
data on the environmental variables that were simultaneously collected. Data was not20

available to allow for estimates of roughness length inside Ria Formosa. Therefore,
given the calm weather and smooth sea surface, these were arbitrarily given the value
of z0 = 10−4 m (see Mackay and Yeun (1983) and Vickers and Mahrt (2006)). The fit
between the predicted CO2 fluxes and the observed inside Ria Formosa was good
irrespective of the sea-state and atmospheric stability formulations. However, for the25

nearby coastal ocean the inclusion of these factors was crucial for predictions to fit the
observations (in Fig. 12 and a few more unpublished data). Using the adapted Taylor
and Yelland (2001) formulation with A= 1200, B = 4.5 and Ω= 1 yielded roughness
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lengths around 10−7m to 10−6m and very poor fits (not shown). These improved sig-
nificantly when an Ω= 0.355, A= 1.26 and B = 1.2 where used. There was no field
data available to allow for an objective estimation of the effects of atmospheric stability
on the CO2 flux during the field surveys. Therefore, the LMO and αAS where arbitrarily
chosen following Sethuraman and Brown (1976) and Woodward (1998). With the water5

temperature about 4 ◦C higher than the air temperature on the 3 March it was decided
to arbitrarily attribute a Pasquill-Gifford slightly unstable condition with LMO =−14 and
a stability αAS = 3. On the other hand, the water temperature was about 4 ◦C lower
than the air temperature on the 14th of April and about 1 ◦C on the 15 April, and there-
fore it was decided to arbitrarily attribute Pasquill-Gifford slightly stable conditions with10

respectively LMO = 40 and a stability αAS = 6, and LMO = 70 and a stability αAS = 4.5.
These values were chosen a priori. This exercise demonstrated the sea-state and
atmospheric stability were important factors affecting the CO2 flux during the coastal
ocean surveys. Changing from the Mackay and Yeun (1983) kwind

w formulation to the
Zhao et al. (2003) formulation turned the fit almost into a perfect match suggesting15

whitecap was fundamental at setting the water-side transfer velocity. The overall trans-
fer velocity was always limited by the water-side transfer velocity as the air-side transfer
velocity was one order of magnitude faster (Fig. 13).

The ∆CO2 in Ria Formosa’s water body showed a pattern much similar to the CO2
flux (Fig. 14) still, with a smoother variation. Here, positive values represent depletion20

(forcing uptake) whereas negative values represent surplus (forcing escape) of CO2 in
the water relative to what would be expectable if it was in equilibrium with the overlying
atmosphere. It was evident the heterogeny of the Ria Formosa water body in terms
of CO2 budget. In March it was behaving autotrophically, with a depletion of CO2
relative to the atmosphere whereas in April it showed an erratic behaviour, changing25

from autotrophic to heterotrophic in just a few hours.
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4.5 Tuning the decomposition of the difference in the gas fluxes

The DDF analysis must be optimized before its application with the intention to mini-
mize both the error in the estimates and its computational effort. This includes choosing
for each of the tested variables (xi ) the order of the partial derivatives (Θi ), the size (δi )
and number (ni ) of the steps taken, and the point of estimation of the partial deriva-5

tives (ki ) in units of steps from xi ,a. Knowing the computational effort and the error
in the estimates are inversely proportional it was searched for the right balance. The
inference of the best options was summarized in Table 1 and figures (15) and (16). The
cpu time was estimated for the ni steps in the tested variable with ni = 1 for all other
variables. Not all possible model variables were tested but only the ones currently used10

for the CO2 flux estimates. The water temperature was set aside in figure 15 to exhibit
a graphical representation of the typical evolution of the error. For this variable, as well
as others like air temperature, salinity and wind speed, the optimal choices depended
on the algorithms used. This work provides many optional algorithms and it was not
feasible to test them all. Only a few were tested and presented in the results. This15

does not mean these few were the best at estimating the CO2 flux and should always
be preferred. The optimization process also diverged whether the CO2 concentrations
were given in units of ppm or mol m−3. Generally, using the mol m−3 units gave more
accurate or equally accurate results and with less effort, the exception being with air
temperature where it was the other way around.20

Fitting the gas flux to the LMO, αAS, z0, w and z using a multivariate collocation
polynomial was only accurate if the ni steps of size δi closely covered the range (∆xi )
between the reference (xi ,a) and alternative (xi ,b) situations. It was essayed to feed
the z0, w and z to the DDF tool in several units while adjusting the size and number
of steps taken so that δi would always be close to 1. There was no globally better25

solution. In the examples shown in Table 1 the best options were to give w in hm h−1

and taking 5 steps of size 3.6, z in dam (10 m) and taking 5 steps of size 1.29, and z0
in mm and taking 1 step of size 8.9.

934

http://www.ocean-sci-discuss.net
http://www.ocean-sci-discuss.net/9/909/2012/osd-9-909-2012-print.pdf
http://www.ocean-sci-discuss.net/9/909/2012/osd-9-909-2012-discussion.html
http://creativecommons.org/licenses/by/3.0/


OSD
9, 909–975, 2012

Air-water interface
gas flux

V. M. N. de C. da S. Vieira

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

It was tested for the optimal point of estimation of the partial derivatives; that is, how
far away from xi ,a could the partial derivatives be estimated (Fig. 16). This distance
is ki in the collocation polynomial and is given in units of steps taken away from xi ,a.
The ki need not be an integer number, as it was proved by testing it from 0 to 5 at
0.2 increments. The results are presented for the easy variable u10 and three harsh5

variables Tw, w and z. The partial derivatives of the easy variable could be equally
well estimated at any ki within the bounds of xi ,a and xi ,b. On the contrary, the partial
derivatives of the harsh variables could only be well estimated at ki =0.

The optimal point of estimation for the partial derivatives was tested upon and alter-
native situation: on the available data set it was considered xi ,a as the minimum xi and10

xi ,b as the maximum xi , over all samples. Then, it was tested whether it was possible
to accurately estimate the partial derivatives at point xi ,c so that minxi ≤ xi ,c ≤ maxxi ,
inputting ki in units of steps of size δi taken from minxi (i.e ki = (xi ,c− minxi )/δi ), and
as long as δi was always customized so that δi ·ni = maxxi − minxi . The n11 = 5 was
important for the accuracy of the estimates of the partial derivatives related to w. The15

accuracy was generally remarkable (Fig. 17). Nevertheless, for the harsh variable of
current velocity there were still a few cases for which they were very poor. This error
was not due to the method being tested but rather due to the independent estimation of
the partial derivatives, used for the comparison: whenever xi ,c was to close to minxi or

maxxi it forced δi to be much smaller than 1, bringing severe error to these estimates.20

4.6 Applying the decomposition of the difference in the gas fluxes

The decomposition of the difference between the CO2 fluxes in the air-water interface
inside Ria Formosa at the 15 April 2011 for the first sample in the time series and in the
nearby coastal ocean at the 3 March 2011 (Fig. 18) had only a 0.04 % error relative to
the CO2 fluxes predicted by the model. This is the remainder of the Taylor expansion,25

i.e. the error specific to the DDF tool. Still, it is known the flux predicted for the 3
March was underestimated by about 2.5 mmol m−2 d−1. Therefore, at least for a few
variables their actual terms were larger than the ones presented. The CO2 flux was
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positive in the coastal ocean, meaning CO2 uptake, whereas it was negative inside
Ria Formosa, meaning CO2 escape from the water to the atmosphere. As the coastal
ocean was the reference situation (fa), and Ria Formosa the alternative situation (fb)
the difference (fb− fa) was negative. The biggest contributor to this difference was the
CO2 concentration in the water (Cw) as the coastal ocean was behaving autotrophically5

at the 3 March and Ria Formosa was behaving heterotrophically at the 15 April, at least
at that section and between 11:00 h and 13:00 h. A smaller CO2 concentration in the air
(Ca) over Ria Formosa also gave a significant contribution to the CO2 flux difference.
The air (Ta) and water (Tw) temperatures, salinity (S) and air pressure (P ) had only
slight influence on the flux difference. The wind velocity (u10) had a small negative10

term because it was slightly windier on the 15 April (4.5 m s−1) than on the 3 March
(3 m s−1). Nevertheless, the coastal ocean surface was much rougher (z0) than the
water surface at the lagoonary system, generating a much higher kwind

w and thus the
large z0 positive term. Also, the general wind transferred more momentum to the air in
contact with the coastal ocean surface given the atmospherically unstable conditions15

verified at the 3 March 2011 than to the air in contact with the Ria Formosa water
surface given the atmospherically stable conditions verified at the 15 April 2011. Thus,
the positive terms for LMO and αAS. It was assumed the misfit between the observed
and predicted CO2 fluxes at the coastal ocean was due to the underestimation of z0,
LMO and/or αAS. Therefore, it was expected the actual DDF terms for at least some of20

these variables to be larger. These positive terms discount from the overall negative
sum meaning that if the Ria Formosa at the 15 April had its water surface as rough and
the overlying atmosphere as unstable as the coastal ocean had on the 3 March, the
CO2 flux difference would be even higher as there would be more transfer velocity and
thus more CO2 being transferred to the air over Ria Formosa. Nevertheless, inside the25

lagoonary system the turbulence from below, that is from current drag with the bottom,
compensated for the lesser turbulence from above, as it is shown by the negative terms
relative to current velocity (w) and depth (z).
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5 Discussion

5.1 Model implementation

The application of the present model to estimate the CO2 flux across the air-water inter-
face showed the overall transfer velocity to be limited by the water-side transfer velocity.
This is the expected for sparingly soluble gases such as CO2 (Upstill-Goddard, 2006;5

Johnson, 2010). In this case the inclusion or not of the air-side transfer velocity and the
choice of its formulation were irrelevant. The fundamental aspect was the water-side
transfer velocity and the algorithms chosen to simulate it. On the contrary, for gases
that are very soluble or react with water the air-side transfer velocity is expected to be
the limiting factor (Upstill-Goddard, 2006). In these cases the inclusion of the air-side10

transfer velocity should be crucial to accurately simulate the gas fluxes. Sander (1999)
provides an extensive list of gases and their solubility in water. The estimation of the
overall transfer velocity by the harmonic mean of the air-side and water-side transfer
velocities weighted by the gas solubility Eqs. (3 and 5) proved to be an effective way to
simulate this dynamics.15

Many different algorithms are available on the literature to estimate the water-side
transfer velocities. The simpler ones are empirical formulations relating to the effect
of a single factor as wind, whitecap or current. Allowing for a variable drag coefficient
dependent on wind speed, sea-surface agitation and other physical properties of the
atmosphere and ocean (Sethuraman and Raynor, 1975; Smith, 1980; Mackay and20

Yeun, 1983; Smith et al., 1992; Taylor and Yelland, 2001) increases substantially the
model accuracy. It is equally important to consider the advective components of ka
and kw tend asymptotically to zero as the atmosphere changes to still air and the sea
changes to still or deep water, the diffusive transport becoming the dominant feature.
Therefore, any model parametrization meant to be applied to coastal studies and inland25

waters, where low wind is frequent, should account for the diffusive component of ka
and kw and hence force them to stabilize in accurate values as turbulence decreases.
However, most of the available formulations either neglect the diffusive transport or
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show great discordance about their related transfer velocities, revealing the lack of
care this subject has been devoted.

Wind based algorithms developed from open ocean data are usually second or
higher order polynomials that increase the transfer velocity enormously with wind
speed. Still, there is great variability within this set of algorithms. The wind based algo-5

rithms developed for coastal systems by Carini et al. (1996) and Borges et al. (2004b)
are linear functions that underestimate the transfer velocities at high wind speeds due
to the lack of such data. Raymond and Cole (2001) fit an exponential function to data
from estuaries collected at low winds. Extrapolation to high winds yielded transfer ve-
locities outstandingly higher than any other, even for open ocean. This is probably the10

best demonstration that the application of many transfer velocity algorithms should be
restricted to the specified environmental conditions upon which they were developed.

Slightly more elaborated algorithms integrate the effects of a few factors, allowing for
an increase in their applicability and accuracy. However, most of these are still empirical
relations constrained to the environmental range upon which they were tested. Con-15

sidering the broad applicability to the coastal ocean, rivers, estuaries and lagoonary
systems it is relevant that only the numerical schemes by Borges et al. (2004b) and
Johnson (2010) comprise the effect of salinity changes and only the one by Borges et
al. (2004b) import the effects of current drag from previous authors. A few numerical
schemes have gone further with more mechanistical approaches to the environmental20

processes they are representing. This allows for a significant increase in their appli-
cable environmental range and possible interaction with complementary formulations.
It is the particular case of Memery and Merlivat (1985), Johnson (2010), the COARE
algorithm and the vast body of literature related to the surface renewal theory and
micro-scale wave breaking.25

The present numerical scheme tries to incorporate all these options and develop a
software able to estimates the gas flux across the air-water interface under the broadest
range of environmental conditions with a unique model parametrization.The estimates
of the water-side transfer velocity showed that in shallow coastal waters the effect of

938

http://www.ocean-sci-discuss.net
http://www.ocean-sci-discuss.net/9/909/2012/osd-9-909-2012-print.pdf
http://www.ocean-sci-discuss.net/9/909/2012/osd-9-909-2012-discussion.html
http://creativecommons.org/licenses/by/3.0/


OSD
9, 909–975, 2012

Air-water interface
gas flux

V. M. N. de C. da S. Vieira

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

water current can be as important as the effect of low to moderate winds. In macro and
mesotidal estuarine and lagoonary systems higher tidal driven water currents occur
on a daily basis, whereas high winds do not. Therefore, the effects of water current
and depth are fundamental for the model performance in coastal environments. On
the other hand, the attempts to calibrate the model for the coastal ocean samples5

demonstrated the roughness length and atmospheric stability are key features in the
estimation of the gas fluxes across rough water surfaces. Any algorithm that simply
considers a drag coefficient dependent on wind speed shall often fail. Therefore, re-
placing the empirical drag coefficient formulations by a more complex one involving
wind, roughness length and atmospheric stability brings the model closer to reality10

enhancing its accuracy enormously.
The roughness length formulation by Taylor and Yelland (2001) is very practical as

it requires only two parameters from the wave field. It is also very intuitive as it states
the roughness length scaled to the wave height is proportional to the wave slope, this
function being linear or exponential depending on the exponent (B) value. However, the15

wave fields are not uniform and may be decomposed into a wave spectrum where each
of its components potentially gives a relative contribution to the roughness length. The
alternative proposed by Taylor and Yelland (2001) is to use the peak component of the
wave spectrum. This simplification may imply loss of information and predictive power.
However, Moon et al. (2004) have demonstrated for tropical cyclones the Charnock20

coefficient is mainly determined by wind speed and the peak wave age, thus supporting
such simplification. This problem is aggravated by the fact that roughness length is a
theoretical concept that can not be tested directly. Usually are used proxies such as the
friction velocity, the drag coefficient or the Reynolds number (Sethuraman and Raynor,
1975; Taylor and Yelland, 2001; Fairall et al., 2003; Frew et al., 2004; Moon et al.,25

2004).
Atmospheric stability is another fundamental aspect in the estimation of a gas

flux across water surfaces. The present simulations have demonstrated it to have
a huge potential to influence the friction velocity and therefore the transfer velocity.
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Sethuraman and Raynor (1975) had already proved it through the drag coefficient. Al-
though the subject of atmospheric stability was originally developed for air over land,
Sethuraman and Raynor (1975) have proved the drag coefficient decreases with an
increase of the difference between air and water temperatures (that is Ta− Tw) cor-
responding to atmospherically stable conditions. For the 3 March measurements at5

the coastal ocean the temperature difference was −4 ◦C, which scaled to the air tem-
perature was −0.33 ◦C, corresponding to atmospherically unstable conditions. Using
Sethuraman and Raynor (1975) linear fits yielded a drag coefficient of 3.91, which is
2.44 times higher than the drag coefficient at equilibrated air and water temperatures. It
resulted in friction velocities 1.44 times bigger and predicted CO2 fluxes 1.52 times big-10

ger when using the Mackay and Yeun (1983) formulation. Nevertheless, the evaluation
of atmospheric stability and its application to marine coastal environments should be
cautious as Vickers and Mahrt (2006) propose that (i) Monin–Obukov similarity theory
does not apply to sea surfaces with sharp temperature gradients and (ii) the sensible
heat flux is better correlated with the sea surface temperature in a 1–2 km downstream15

lag.
Under high winds the effects of whitecap and bubbles become important (Memery

and Merlivat, 1985; Zhao et al., 2003; Woolf, 2005) and therefore should be added to
the model. Memery and Merlivat (1985) propose a complex algorithm that accounts
for many physical properties of water and bubbles. Woolf (2005) states the water-side20

transfer velocity as the addition of a term for the breaking waves and another for non-
breaking waves. Presently it was only implemented the simpler solution by Zhao et al.
(2003). It is debatable whether this formulation should or not be overlapped with the
roughness length formulation as ultimately both account for the effect of the wave field
in kwind

w and therefore may be redundant. In the preliminary test performed in this work25

their overlap gave the best results, far beyond any other.
In the coastal ocean, as the swell approaches the shore the drag with the shallower

bottom compact the waves, decreasing the wave length while keeping the wave height.
The wave slope increases and thus also the roughness length (Taylor and Yelland,
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2001). Therefore, these authors expect the gas transfer velocity to increase as the
coastal ocean approaches the shore. This has two implications for the current work.
One is that the data from field surveys or oceanographic numerical laboratories should
not neglect the effect of increasing wave slope whit decreasing depth. The other is to
clarify that the surface roughness in Ria Formosa is generated exclusively inside the5

lagoon and independent from the swell outside. Nevertheless, it should be considered
the possibility the downwind depth profile inside estuarine and lagoonary systems may
have an effect in roughness length and consequently in the gas transfer velocity, as
Upstill-Goddard (2006) proposes for generalized shallow waters. Also the presence
of surfactants decreases the gas transfer velocity (Memery and Merlivat, 1985; Frew10

et al., 2004), particularly with lower wind speeds, and surfaces with shorter waves
are more affected by surfactants (Frew et al., 2004). Therefore, a likelier presence of
surfactants inside estuaries and lagoons than in the nearby coastal oceans should also
be considered.

Finally, the current software allows for the gas concentrations to be input in units15

of ppm although the model requires them to be converted to units of mol m−3. This
conversion is dependent on temperature, pressure and salinity, and thus is yet another
way to account for the effects of these variables in the flux of a gas across the air-water
interface. This is not a model artificialization but rather represents simple objective en-
vironmental features. Taking the example of the atmosphere, as an air mass changes20

its density it keeps its inner relative gas concentrations (given in ppm) but changes its
volumetric gas concentrations (given in mol m−3), thus affecting its gas exchanges with
any other distinct entity.

5.2 Model alternatives

The quantification of the effects of surface roughness both in the air-side and water-side25

transfer velocities was done using the Wind log-linear Profile and the variable rough-
ness length (z0) allowing the estimation of different friction velocities for equivalent wind
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speeds. Its accurate estimation requires the effects of atmospheric stability, which
requires the quantification of either the Monin-Obukhov length (L) or its related stability
parameter (ζ ) (Sethuraman and Raynor, 1975; Sethuraman and Brown, 1976; Grachev
and Fairall, 1997; Fairall et al., 2003; Lange et al., 2004). Both these variables require
data collected by either the eddy covariance or the gradient field methods. However,5

only the eddy covariance related algorithms allow a model structure that can interact
with oceanographic and meteorological numerical labs to estimate atmospheric stabil-
ity and gas transfer velocities from numerical simulations. The gradient method only
allows for model calibration and validation from field data.

Alternatively, it could have been used the Sethuraman and Raynor (1975) formulation10

describing the drag coefficient dependence of sea surface roughness or the Frew et al.
(2004) transfer velocity formulation where it is the exponent upon the Schmidt number
to show a dependency on sea surface roughness. Both these formulations present
three distinct equations for smooth, moderately rough and fully rough sea surfaces,
disabling their application to the DDF tool to compare between pairs of situations which15

are very distinct in sea surface roughness. There are several methodologies for an
indirect estimation of roughness length from the wave field. Presently, was used Taylor
and Yelland (2001) formulation relating surface roughness to the wave slope. Frew
et al. (2004) and Hwang (2005) present alternative formulations based on the Mean
Square Slope. The latter further proposes intermediate scale waves are the dominant20

contributors to the ocean surface roughness. The wave slope may be estimated using
a pressure transducer. However, in the smooth surfaces that often occur in estuarine
and lagoonary systems under calm weather are required pressure transducers with
resolutions higher than 4 Hz. Alternatively, the wave field may be estimated using a
scanning laser slope gauge (Frew et al., 2004).25

Friction velocity may be estimated solely from the roughness length following
Charnock’s model (Charnock, 1955): z0 =αcu

2
∗/g, where αc is Charnock’s coefficient.

This alternative implies estimating αc as a function of u10 and the input wave age
(Moon et al., 2004). From micro-meteorology theory the friction velocity may also be
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estimated from the near surface covariance of horizontal (u′) and vertical (w′) wind
components. Then, the gas flux model and DDF analysis must account for friction ve-
locity directly and in replacement of roughness length (z0) and wind speed (u10). For
the model estimation the calculus is simpler as it is a simple function of the horizontal
and vertical variability of the wind components. Nevertheless, as for all the alternatives5

presented that require simpler calculus, these have the cost of information being lost
for the DDF analysis. For the example shown in this work it would not be possible to
access whether (or how much) of the difference between the CO2 flux inside the lagoon
and in the coastal ocean was either due to the difference in the wind properties or due
to the difference in the sea surface roughness.10

The total transfer velocity of a gas may also be estimated from the total transfer ve-
locity of heat (Frew et al., 2004). The relation is given by kgas =kheat(Sc/P r)−n, where
Sc is the Schmidt number, P r is the Prandtl number and n is a scalar (usually between
0.5 and 0.7). In its turn kheat = jheat/(ρcp∆T ), where ρ and cp are seawater density
and specific heat, respectively; ∆T is the seawater temperature difference between the15

“cool skin” and the bulk of the surface boundary layer, which may be estimated from
infrared imagery; and jheat is the net heat flux density at the sea surface, which may be
estimated from micrometeorological measurements.

Future developments of the numerical scheme should include more algorithms for
the effects of current velocity, depth, fetch, breaking waves and surfactants in the water-20

side transfer velocity, and for the effects of bacterioneuston in the concentration of a
gas in the thin surface microlayer. It should also be implemented different solutions
for the integration of distinct environmental factors, as are the cases of the COARE
algorithm, the surface renewal and micro-scale wave breaking related algorithms or the
work by Duan and Marti (2007). It would be interesting to compare gas flux estimates25

by the floating chamber methodology and the eddy-covariance methods. The required
equipment is common to both, allowing for the collection of data about air and water
partial pressures of the gas , air temperature and pressure, wind speed, friction velocity
and atmospheric stability. The equipement consists of a fast response IRGA (as the
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Li-Cor 7500A, EC150 or IRGASON) and 3D sonic anemometer with recording rates
≥5 Hz. This should be useful for equipment optimization and costs reduction.

5.3 Tuning the decomposition of the difference in the gas fluxes

When performing the DDF its optimization is a fundamental part of the process. It is
intended to have the most accurate results, still, not wasting time estimating useless5

steps. If only one step was taken for each variable, estimating only first order partial
derivatives, computation would be very fast but the error would be big. On the other
hand, if five steps were taken for each variable, estimating the partial derivatives up to
the fifth order in each variable, the error would be negligible but the calculus would take
forever. The DDF optimization analysis demonstrated the the importance of choosing10

the order of the derivatives, their point of estimation and the number and size of the
steps taken. It further demonstrated that generally it is not worth taking more steps
than the optimal order of the partial derivative. The optimal choices varied with the
numerical options but also with the units used to give the CO2 concentrations. This
latter was because several environmental variables affected the solubility/volatility and15

therefore the conversion of the CO2 concentrations when given in ppm to the mol m−3

units required by the flux model.
The DDF optimization relative to z0 (x5), αAS (x6), LMO (x7), w (x11) and z (x12) was

more complicated because fitting the gas flux using an nth order collocation polynomial
was only accurate if the ni steps closely covered the hi range (for i equal to 5, 6, 7, 1120

and 12). This obliges to conjugate hi with: (1) the chosen xi units to feed the model,
(2) the ni steps taken and (3) the δi size of the steps taken. Therefore, the optimization
of the DDF relative to these variables must always be customized to the data set. A
good rule of thumb is to choose the units so that hi has one digit. Afterwards, δi
should equal the maximum hi found for all alternative sites divided by ni keeping in25

mind that δi should never get too big nor too small. In order to illustrate the relevance
of such a procedure the optimization of the DDF relative to the depth parametrization
was intentionally shown (in Table 1) for a reference site at open ocean (z = 67 m) and
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an alternative site inside Ria Formosa (z = 2.5 m). Big depth differentials may occur
in future applications of this DDF tool. Therefore, it was essential to show that the
collocation polynomial is so sensitive to depth that ni ·δi must match hi for the DDF
to be accurate. In this case it was 5 1.29 dam =6.45 dam. However, this DDF tool is
also intended to be applied to several (possibly many) alternative situations and it is not5

practical for the user to have to customize δi by hand for each new alternative situation.
Therefore, the software was updated to do it automatically, whenever required by the
user, to whatever variables selected, in whatever units fed to the DDF tool, by setting
δi =hi/ni . With this customization may occur a hidden bias passing undetected. When
ni ·δi is very close to hi the Taylor series always closely matches fb− fa, irrespective10

of ni . This implies that the estimated error (1 minus the sum of all the terms) is very
low although each term individually may be biased; in fact, even if relevant higher order
terms are missing. The end result is a very low estimated error although the partition of
fb− fa among the several environmental variables is severely biased. To overcome this
problem the choice of Θi and ni must be independent of this customization process15

where δi= hi/ni .
One important and immediate application of this DDF tool is to conjugate it with

numerical modelling labs such as MOHID, ECO lab, URI’s, WRL’s or FIO’s. These nu-
merical labs simulate the evolution of the physical, chemical and biological properties
of the marine and aquatic environments in a particular area. In order to do that the20

domain area is often divided into thousands to tens of thousands of smaller units. The
evolution of the model properties are often estimated at time intervals of a few sec-
onds. It is unfeasible the application of the DDF tool to thousands of locations every
few seconds. However, it is possible to drastically lighten it up to the point of enabling
this application. The feature that turns the DDF algorithm computationally heavy is the25

estimation of the hyper-volume of multivariate finite differences needed for the estima-
tion of the partial derivatives. The execution of this calculus for each point and iteration
is what makes its application unbearable. The solution to this problem relies on the
estimation of this hyper-volume only once for the whole spatial domain over a major
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time interval. This hyper-volume must then comprise a grid that, for each of the en-
vironmental variables, stretches from the minimum to the maximum recorded values,
including reference and all alternative sites. Afterwards, it is possible to accurately esti-
mate the partial derivatives at any point inside this grid because the algorithm used for
its estimation (presented in Supplement B) works equally well for ki being an integer5

or fractional number. The tests to the estimation of the partial derivatives at any point
xi ,c inside this grid gave a remarkable accuracy, proving this to be the right solution.

5.4 Insights to the subject system

The gas flux model integrated with the DDF have shown to be valuable tools for the
study of any gas crossing the air-water interface, may it be a pollutant or part of a10

biogeochemical cycle. The gas flux numerical scheme allows to choose the empirical
formulations most suited to a particular case or alternatively, mechanistical formula-
tions of broader application. It further allows identifying past cases where inappropri-
ate parametrizations may have been used and quantifying the expected biases. As an
example, Oliveira (2012) studied the portuguese coast as a sink/source of CO2. For15

that they estimated its flux between the atmosphere and the coastal ocean adjacent to
the Douro, Tagus and Sado estuaries. The fluxes were estimated from the formulations
by Carini et al. (1996), Raymond and Cole (2001) and Borges et al. (2004b) applied
to measures of the required environmental variables. However, actual field measure-
ments of the fluxes were not done, which would enable validation. The problem here20

was that these formulations were neither developed from open ocean data nor are sup-
ported by data on high wind conditions. While the use of the Carini et al. (1996) and
Borges et al. (2004b) parametrizations clearly underestimate the flux at open ocean,
the extrapolation of the exponential function by Raymond and Cole (2001) is a very
wild guess. To ilustrate it, during the cold front that rampant over Europe, the water off-25

shore Ria Formosa at the 4 February 2012 by 9 h 50 m, was at 15.1 ◦C, the significant
wave heigth was 1.54 m, the wave length was 31.6 m, the average wave period was
4.5 s, the air was at 6 ◦C and the wind was blowing off-shore at 10 m s−1. Given these
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conditions the sea-surface roughness, whitecap and atmospheric instability should play
a major role in setting a transfer velocity. The water-side transfer velocities estimated
by the Carini et al. (1996) and Borges et al. (2004b) formulations are of 20.3 and
26.8 cm h−1, respectively. When estimated by the Raymond et al. (2000) formulation
is of 63.3 cm h−1. When estimated by the AERMOD numerical scheme with the Tay-5

lor and Yelland (2001) formulation for roughness length, a Monin-Obukhov length L
of −14 m for unstable conditions (arbitrarily, but considering 9 ◦C difference between
water and air) and Zhao et al. (2003) formulations for the effect of wind and whitecap,
the water-side transfer velocity is of 71.8 cm h−1; and increases to 86.5 cm h−1 if it is
used a Monin-Obukhov length L of −10 m.10

When using the CO2 flux across the air-water interface as a proxy for the ecosystem
metabolism one must have into account it is also strongly dependent on the influence of
turbulence on the transfer velocity. To correct for this Frankignoulle (1988), Smith and
Hollibaugh (1993), Raymond et al. (2000), Cole and Caraco (2001), Koné et al. (2009)
and Torres et al. (2011) tested using only the difference term of the flux equation. By15

decomposing the fluxes in all their parcels the DDF further allows accurate estimates
of the influence of a wide range of environmental variables in mediating the flux, to-
gether with its spatial and temporal variability. Furthermore, this tool allows focusing
on the effect of a specific variable at different places, different times or under different
methodologies filtering out the undesired effects of changes in other variables. It is20

also possible to use the DDF tool focusing in a specific aspect. For the subject of the
drives for a transfer velocity it only requires replacing the flux by the transfer velocity as
the dependent variable. Similarly, for the subject of the drives for a difference between
the gas concentrations in the air and water phases it only requires the replacement of
the flux by the ∆C or ∆ppm as the dependent variables.25

The gains brought by this new gas flux numerical model and DDF tool were clearly
demonstrated with the comparison between Ria Formosa at the 14 of April 2011 and its
surrounding coastal ocean at the 3 March 2011. While the coastal ocean was behaving
autotrophically the Ria Formosa was behaving heterotrophically, at least between 11 h
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and 13 h and at that particular site. The bulk of the CO2 flux difference was indeed due
to the difference in the CO2 concentrations in the water inside and outside. However,
there were also other factors taking part that the DDF enabled to set aside. While the
transfer velocity in the ocean was set by turbulence from above, inside the mesotidal
lagoonary system it was set majorly by turbulence from below. A similar contrast was5

presented by Borges et al. (2004a) when comparing between micro, meso and macroti-
dal estuaries. On the other hand, Ho et al. (2011) determined the transfer velocity in
the Hudson river was basically set by wind speed and independent of current drag with
the bottom. Still, these authors admitted such results may have been influenced by
samples having been taken tendentiously over ≥ 5 m depths.10

The ∆CO2 series suggest Ria Formosa could be behaving autotrophically at the
early March when the water was around 17 ◦C and could be behaving heterotrophically
at the mid April when the water was around 20.5 ◦C. This change with temperature may
be related to the dominant biological process taking place. Photosynthesis by seagrass
meadows is much less sensitive to temperature changes than respiration by bacteria.15

A seasonal shift of the CO2 balance in estuaries, lagoonary systems and coastal wa-
ters was already reported by Raymond et al. (2000), Cole and Caraco (2001), Borges
(2005), Koné et al. (2009), Hunt et al. (2011), Oliveira (2012). The water column at
the sampled Ria Formosa channel during ebb tide changed from autotrophic to het-
erotrophic in a couple of hours. It proves there was a strong spatial/temporal hetero-20

geneity in the CO2 balance. This was already found for estuaries, lagoonary systems
and coastal waters by Raymond et al. (2000), Cole and Caraco (2001), Frankignoulle
et al. (2001), Borges et al. (2004a), Koné et al. (2009), Hunt et al. (2011), Torres et al.
(2011), Oliveira (2012). In the present case it is hypothesized whether the metabolic
status of a particular section of the water column was related to it being over a seagrass25

meadow or a mud-flat in its near past.
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6 Conclusions

Wide spatial and temporal variabilities of gas concentrations in the water, in the over-
lying air and their fluxes across the air-water interface are widely documented for the
open oceans, the coastal oceans and riverine systems. These gas fluxes have a mul-
titude of potential forcing functions. However, their integration and the establishment5

of their relative importances has been underachieved. This is particularly evident from
how atmospheric stability and sea-surface roughness have been devoted to oblivion
in studies about riverine systems and coastal waters, or how turbulence from current
drag with the bottom is often forgotten in these same studies. The currently presented
numerical tools give a significant contribution to this subject. Now it is easier to use a10

single model for any type of marine and freshwater environment and to conclude the
differences found between those report exclusively to the environments and not to dif-
ferent numerical options. Furthermore, the numerical scheme allows for the upgrade
of each relevant environmental process already implemented as well as the addition of
new processes. Any interested researcher is free to add a particular formulation for its15

own personal use and is further invited to share it with everyone else. The versatility of
the present model, tools and software allows the user to follow two distinct approaches.
The user may choose to use the formulations available in the literature that best fit to
a particular situation. These tend to be more of an empirical nature and to fail under
largely different environmental conditions. Alternatively, the user may build the model20

upon a more mechanistic approach, computationally heavier, but tending to yield better
global fits. The DDF tool allows for the quantification of the effects of all the environ-
mental variables and processes involved in the gas flux across a particular air-water
interface relative to a reference one. It further allows to focus in a specific variable or
process eliminating the error from the remaining ones.25

Supplementary material related to this article is available online at:
http://www.ocean-sci-discuss.net/9/909/2012/osd-9-909-2012-supplement.zip.
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Table 1. Optimization of the DDF. (a) any Dw scheme, (b) with whitecap formulation. (ad. fit.)
δi adjusted to fit hi . Optimality is bolded.

xi Θ n Error(%) Further options [CO2]units

Ca 1 1;5 10−12;10−11 ppm
Ca 1 1 10−14 mol m−3

Ta 1;2;3;4;5 1;2;3;4;5 3.876;0.285;0.133;0.138;0.138 ka:Joh10 ppm
Ta 1;2;3;4;5 1;2;3;4;5 3.877;0.285;0.133;0.138;0.138 ka:Joh10(COARE) ppm
Ta 1;2;3;4;5 1;2;3;4;5 3.881;0.286;0.133;0.138;0.138 ka:M&Y83 ppm
Ta 1;2;3;4;5 1;2;3;4;5 83.36;12.80;1.337;0.023;10−4 ka:M&Y83 mol m−3

P 1;2;3 1;2;3 0.138;0.138;0.138 ppm
P 1;2;3 1;2;3 0.046;10−4;10−6 mol m−3

u10 1;2;3;4;5 1;2;3;4;5 48.5;8.9;0.04;0.05;0.04 kw:McG01 ppm
u10 1;2;3;4;5 5 53.3;13.2;0.17;0.10;0.04 kw:McG01 ppm
u10 1;2;3;4;5 1;2;3;4;5 48.5;8.9;0.07;0.01;0.001 kw:McG01 mol m−3

u10 1;2;3;4;5 1;2;3;4;5 32.7;6.89;0.94;0.12;0.04 kw:R&C01 ppm
u10 1;2;3;4;5 5 35.8;9.46;1.83;0.39;0.04 kw:R&C01 ppm
u10 1;2;3;4;5 1;2;3;4;5 0.07;0.034;0.036;0.037;0.037 kw:Bea04 ppm
u10 1;2;3;4;5 5 0.07;0.033;0.036;0.038;0.037 kw:Bea04 ppm
z0 1;2;3;4;5 1;2;3;4;5 67.9;56.3;49.1;43.7;39.2 δ=1;z0 =mm ppm
z0 1;2;3;4;5 1;2;3;4;5 0.138 δ=ad. fit. ppm

z0 =mm
αAS 1;2;3;4;5 1;2;3;4;5 100;99;98;97;0.138 δ=1 ppm
αAS 1 1 0.138 δ=ad. fit. ppm
LMO 1; 5 1; 5 303; 661 δ=1 ppm
LMO 1 1 0.138 δ=ad. fit. ppm
Cw 1;2;5 1;2;3;4;5 0.015 ppm
Cw 1 1 10−14 mol m−3

S 1;2;3;4;5 5 0.269;0.037;0.037;0.037;0.037 α:Joh10 (a) ppm
S 1;2;3;4;5 5 0.355;0.038;0.037;0.037;0.037 α:Bea04 ppm
S 1;2;3;4;5 1;2;3;4;5 0.037;0.037;0.037;0.037;0.037 α:both (a) ppm
S 1;2;3;4;5 5 0.42;0.0005;10−7;10−10;10−14 α:Joh10 (a) mol m−3

S 1;2;3;4;5 5 0.42;0.0012;10−6;10−9;10−14 α:Bea04 mol m−3

S 1;2;3;4;5 1;2;3;4;5 0;0;0;0;10−14 α:both(a) mol m−3

w 1;2;3;4;5 1;2;3;4;5 44.9;31;24;19.7;16.7 δ=1 ppm
w = m min−1

w 1;2;3;4;5 1;2;3;4;5 44.6;30.5;23.4;19;15.8 δ=1 ppm
w = hm h−1

w 1;2;3;4;5 1;2;3;4;5 3.66;3.01;2.55;2.2;1.92 δ=ad. fit. ppm
w = hm h−1

z 1;2;3;4;5 1;2;3;4;5 341;612;615;341;91.6 delta=1 ppm
z=m

z 1;2;3;4;5 1;2;3;4;5 269;338;201;46.5;0.04 δ=ad. fit. ppm
z=m
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Fig. 1. Effect of wind (u10) below 30 m s−1 (up) and below 5 m s−1 (down) on the air-side transfer
velocity (ka). First reference: friction velocity equation. Second reference: drag coefficient
equation. ‘Joh10’: Johnson (2010); ‘Dea91’: Duce et al (1991); ‘Lis73’: Liss (1973); ‘M&Y83’:
Mackay and Yeun (1983); ‘Sea02’: Shahin et al 2002; ‘J COA’: Johnson (2010) adaptation of
COARE; ‘Smi80’: Smith (1980).
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Fig. 2. Effects of surface roughness (z0) and atmospheric stability (Monin-Obukhov length L)
in the air-side transfer velocity (ka). Within brackets are the Pasquill-Gifford stability classes.
Wind at u10 =5 m s−1, ka by Mackay and Yeun (1983) and atmospheric stability α=4.5.
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Fig. 3. Effects of Ta (up) and P (down) on the air transfer velocity. ‘Joh10’: Johnson (2010);
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from Smith (1980).
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Fig. 5. Effects of Tw (up) and S (down) on the chemical enhancement factor (α) in fresh water.
‘Bea04’: Borges et al (2004); ‘Cea96’: Carini et al (1996); ‘R&C01’ : Raymond and Cole
2001. Johnson (2010) α estimate with water diffusivity by: ‘H&L74’: Hayduk and Laudie (1974);
‘H&M82’: Hayduk and Minhas (1982); ‘W&C55’: Wilkie and Chang (1955).
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Fig. 7. Effect of surface roughness (measured by z0) and atmospheric stability (measured
by Monin-Obukhov length L) in the water-side transfer velocity (kw). Within brackets are the
Pasquill-Gifford stability classes. u10 =5 m s−1, kwind

w by Zhao et al., (2003), chemical enhance-
ment factor α by Johnson (2010), Dw by Wilkie and Chang (1955) and atmospheric stability
α=4.5.
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Fig. 13. Transfer velocity limiting phase. Overall transfer velocity from the air (k(a)) and from
the water point of view (k(w)); air-side transfer velocity (ka) and water-side transfer velocity
(kw).
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Fig. 14. ∆CO2 for the three sampled time series.
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Fig. 15. Choosing n and Θ for the T ◦
wC terms in the DDF. (a) n=Θ and (b) n= 5. The (a) and

(b) estimates with [CO2] given in ppm. (c) n=Θ with [CO2] given in mol m−3.
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Fig. 16. Optimal k for wind speed (u10), water temperature (Tw), current velocity (w) and depth
(z). All ni = 5 and Θi = 5. The δ4 = 2 km h−1 (u10), δ9 = 1.8 ◦C (Tw), δ11 = 0.7488 hm h−1 (w)
and δ12 = 1.29 dam (z).
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Fig. 17. Accuracy of the partial derivatives estimated at ki located between minxi and maxxi .
Results are shown for wind speed (u10), water temperature (Tw) and current velocity (w). Deriva-
tives estimated by (f) forward formula and (b) backward formula.
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Fig. 18. Decomposition of the Difference between the CO2 Flux in Ria Formosa at the 15
April 2011 and in the nearby coastal ocean at the 3 March 2011. Transfer velocity (k) by double
layer, kwind

w by Mackay and Yeun (1983), kcurrent
w by O’Connor and Dobbins (1958), α by Johnson

(2010), Dw by Wilkie and Chang (1955), and ka by Mackay and Yeun (1983). Vectors n and Θ
were [1 2 1 2 2 1 1 1 3 1 2 2].
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